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Terminology: Classification
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Today: Probabilistic Classification



“Swipe typing”

https://www.macworld.com/article/3432168/how-to-use-the-quickpath-swipe-keyboard.html
https://en.wikipedia.org/wiki/Swype
https://gadgets.ndtv.com/apps/news/gboard-for-android-glide-typing-bug-fix-google-1917639

iOS QuickPathAndroid Glide Typing

Idea: what is the probability of 
word 1 vs word 2 vs word 3…? 
When high enough, then 
suggest word.
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Decision

• Email spam
• Snow emergency, 

parking bans (prob 
“> 5inches snow”)

• pCTR * CPC = bid 
(internet 
advertising)

• Quarantine (prob 
COVID-19)

• Dating platforms 
(prob will like each 
other)



https://www.seas.harvard.edu/news/2016/02/alumni-profile-jeff-tarr-ab-66

https://www.seas.harvard.edu/news/2016/02/alumni-profile-jeff-tarr-ab-66




Discriminative Approach



Logistic regression with basis function
Bishop Fig 4.12

Original space, showing Gaussian
basis functions and nonlinear boundary

Linear decision boundary from logistic
regression in basis space 



Generative Approach



Class-conditionals, binary classification
Bishop Fig 4.10

Two classes, multi-variate Gaussian conditionals p(C_red|x) red ink, p(C_blue|x) blue ink



Class-conditional densities, 3 classes
Bishop Fig 4.11

3 class-conditionals, where red and green have 
same covariance matrix

p(C|x) for each class, also showing decision
boundaries. Red-Green boundary is linear, 
whereas other classes is quadratic…


