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Unsupervised Learning

Task Data{x,} Metric

summary
of x

Unsupervised

Data D = {X4, X5, ... Xy}

Typical goals: understand, summarize,

- identify concepts



Unsupervised Learning: Clustering

Clustering




Last Class (1 of 3): The Cube
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Last Class (2 of 3): K-Means
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Clustering
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“Old Faithful” Geyser Eruptions (Bishop)
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Simple, but inflexible (linear
decision boundaries)

decision
boundary



Clustering

Last Class (3 of 3): HAC

) bat
chimpanzee
. gorilla

spider monkey
mouse
rabbit
hamster
squirrel

mole

skunk

otter

beaver
raccoon
weasel

ra

bobcat

fox

leopard

lion

wolf

. tiger
persian cat
chihuahua
siamese cat
jerman shepherd
collie
dalmatian
polar bear
grizzly bear
giant panda
rhinoceros

_ elephant
hippopotamus
sheep

pig

cow

[o
buffalo
moose
giraffe
zebra
horse

deer
_antelope
killer whale
walrus
dolphin
seal
humpback whale
blue whale

Flexible, but somewhat
ad hoc (distance, linkage
distance).

Poor performance in high
dimensions (curse of
dimensionality!)

50 animals, 85 binary
features (e.g., long neck,
water, smelly)
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Today (1 of 2): The Cube

P

robabilistic
Non-ProbabiIisti/

Continuous

Discrete

Supervised Unsupervised

/

=

+ graphical models, reinforcement learning



Today (2 of 2): Model data through a
mixture of components
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Run-through of GMM with E-M for
estimation on the Old Faithful
Geyser Data
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(Bishop. Old Faithful data. 1 st. dev. contours. (b) E step. (c) M step; 2, 5, 20 interations.)

Initialization
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(Bishop. Old Faithful data. 1 st. dev. contours. (b) E step. (c) M step; 2, 5, 20 interations.)
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(Bishop. Old Faithful data. 1 st. dev. contours. (b) E step. (c) M step; 2, 5, 20 interations.)
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(Bishop. Old Faithful data. 1 st. dev. contours. (b) E step. (c) M step; 2, 5, 20 interations.)
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(Bishop. Old Faithful data. 1 st. dev. contours. (b) E step. (c) M step; 2, 5, 20 interations.)
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(Bishop. Old Faithful data. 1 st. dev. contours. (b) E step. (c) M step; 2, 5, 20 interations.)
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K-Means
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GMM / E-M algorithm
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What is E-M doing? (*fadvanced, and not

(Zemel, Urtasun, Fidler)

covered in lecture)

In p(X; w)

p(X; w) is non-convex

At each iteration t

* E,[.]isalower
bound on In p(X;w),
and convex

« E-step: choose q
s.t. E;[.]=p(X;w)
(“pull up to
likelihood curve”)

* M-step: optimize
lower bound



