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Unsupervised Learning

Task Data{x,} Metric

summary
of x

Unsupervised

Data D = {X4, X5, ... Xy}

Typical goals: understand, summarize,

- identify concepts



Unsupervised Learning: Clustering

Clustering




Unsupervised Learning: Clustering
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Unsupervised Learning: Clustering

RNA processing

Understanding gene
regulation
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Unsupervised Learning: Clustering

President Biden's COVID-19 stimulus bill is on the brink of Orga nizi ng news
becoming law. Here's where it stands .
USA TODAY - 2 hours ago stories

Congress nears final passage of Biden's $1.9 trillion COVID relief bill
3 CBS News - 11 hours ago

Sen. Joe Manchin, a key Democratic swing vote, is open to crafting a ‘more
painful filibuster

Yahoo News - Yesterday

Stimulus checks are the most indefensible part of the covid relief bill
The Washington Post - 11 hours ago - Opinion

Opinion | A Partisan Vote on the Stimulus Bill

The New York Times - 16 hours ago - Opinion [ <

IE View Full Coverage A

Protesters rallying in Seattle as cop in George Floyd's death faces
trial for murder
KOMO News - 4 hours ago

CI uste rl ng - Derek Chauvin on trial for George Floyd's killing | WNT
@ ABC News - 10 hours ago

IE View Full Coverage v

T

Los Angeles County’s “Reasonable” Reopening Plan May Not
Include Indoor Dining At Restaurants

Deadline - 7 hours ago

= N.J. reports 20 COVID deaths, 2,201 cases. State tops 2.5M vaccine doses
administered.

https://news.google.com/topstories?hl=en-US&gl=US&ceid=US:en



Unsupervised Learning: Embedding

>

Embeddings




Unsupervised Learning: Embedding

Embeddings

Understanding the
European gene pool



Unsupervised Learning: Embedding
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Probabilistic
Non-ProbabiIistic// 72

Continuous

/
Discrete . /

Supervised Unsupervised

+ graphical models, reinforcement learning



Today: Clustering



How Would you Cluster these Points?



How Would you Cluster these Points?
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K-Means on “Old Faithful” Geyser Eruptions

* Yellowstone National Park, Wyoming
e 272 data points

* Features
* Duration of current eruption (x,,)
* Duration of next eruption (x,;)

* Standardized: x; = (x,;-M;)/0;, where y; is mean of feature j, g; is standard
deviation of feature j



K-Means on “Old Faithful” Geyser Eruptions

2t (@)

X

e Duration of next

eruption (x;)

* Duration of current

eruption (x,)

(Bishop)



K-Means on “Old Faithful” Geyser Eruptions

e Duration of next

eruption (x;)

* Duration of current

eruption (x,)

(Bishop)



K-Means on “Old Faithful” Geyser Eruptions
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K-Means on “Old Faithful” Geyser Eruptions
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K-Means on “Old Faithful” Geyser Eruptions

e Duration of next
eruption (x;)

e Duration of current
eruption (x,)

(Bishop)



K-Means: Linear Decision Boundaries
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K-Means: CIFAR-100

gt‘fﬁf 50,000 images
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(a) Cluster Centers

(m) Cluster 12

(b) Cluster 1

K-Medoids: CIFAR-100

(n) Cluster 13

(c) Cluster 2

(o) Cluster 14

(d) Cluster 3

50,000 images
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HAC (1 of 5)



HAC (2 of 5)
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HAC (3 of 5)



HAC (4 of 5)



HAC (5 of 5)




What is closest
to cluster

1 {AEP



(a) min distance (b) max distance

dmin(Ga G,) — xECI}'n}(pEG’ HX - X/H

dmax(Ga G,) — xeglg’}é(}" HX - X/”



What is closest
to cluster
{AE}?

“min” linkage
“max” linkage



(c) average distance (d) centroid distance

1
davg(G,G’)=|G||G,| > x =X

xeG,x' e’

dcentroid(Ga G,) — HNG — :U',GH



HAC with min
distance (1 of 6)



HAC with min
distance (2 of 6)



HAC with min
distance (3 of 6)
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HAC with min
distance (4 of 6)



HAC with min
distance (5 of 6)
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HAC with min
distance (6 of 6)




HAC with centroid
distance (1 of 7)



HAC with centroid
distance (2 of 7)



HAC with centroid
distance (3 of 7)



HAC with centroid
distance (4 of 7)
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HAC with centroid
i distance (5 of 7)
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HAC with centroid
distance (6 of 7)
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HAC with centroid
distance (7 of 7)




Comparing HAC Group Distance criteria

* Which of “min” and “max” linkages will tend to merge large clusters
with each other?
* A: Min. Large clusters more likely to have a pair of examples that are close

* Which of “min” and “max” will tend to have a “chaining effect” and
lead to “long, stringy” clusters?
* A: Min. Only one distance has to be small to merge

* Which of “min” and “max” will tend to prefer compact clusters?
* A: Max. All distances have to be small to merge

* The “average” and “centroid” linkages are compromises, allowing
some elongation but also preferring some compactness



HAC applied to
Pinwheel

(c) average distance (d) centroid distance



Comprehension Question

What will “min” do
here?

What will “max”
do here?



Example' Animal Clustering
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Example: Animal Clustering

bat

chimpanzee Step 1:

Compute the pairwise
distances (Hamming
distances)
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Example: Animal Clustering
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Step 2: Apply HAC
clustering with “average”
linkage

Result illustrated through
“dendrogram”

Shows groups that were merged.
The x-distance provides the
distance between groups when
merged.



Example: Senators in 113" US Congress
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(a) Senators and Votes

d{ Features: votes
4 on 172 bills



Example: Senators in 113" US Congress

Kok (A1)

Step 1: Computer

| pairwise distances
; between voting record (L2
: norm)

Darker is smaller distance
Ordered by similarity
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Example: Senators in 113" US Congress

Step 2: HAC average

Dendrogram, showing the
“top 27 clusters




Example: Senators in 113" US Congress
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Comprehension Question

What will “min” do
here?



Comprehension Question

What will “min” do
here?

58 ¢



Comprehension Question

What will “min” do
here?




Comprehension Question

What will “min” do
here?




Comprehension Question

What will “min” do
here?

Only as last
step would
combine

with center




Comprehension Question

What will “max”
do here?



Comprehension Question

What will “max”
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“max” linkage will
get to this point

,
0



“max” linkage will
get to this point

Next: combine
outside clusters
with center



“max” linkage will
get to this point

Next: combine
. outside clusters
with center

Eventually merge
in additional
outside clusters




